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ABSTRACT
Serverless computing has greatly simplified cloud program-
ming. It liberates cloud tenants from various system admin-
istration and resource management tasks, such as configura-
tion and provisioning. Under this new cloud computing para-
digm, a single monolithic application is divided into separate
stateless functions, i.e., function-as-a-service (FaaS), which
are then orchestrated together to support complex business
logic. But there is a fundamental cost associated with this
enhanced flexibility. Internal network connections between
functions are now initiated frequently, to support server-
less features such as agile autoscaling and function chains,
raising communication latency. To alleviate this cost, cur-
rent serverless providers sacrifice security for performance,
keeping internal function communications unencrypted.
We believe that the emerging QUIC protocol, which has

secured and accelerated HTTP communications in the wide
area, could proffer a solution to this challenge. We design a
QUIC-based FaaS framework, called QFaaS, and implement
it on the OpenFaaS platform. Our design explicitly ensures
that existing serverless applications can directly benefit from
QFaaS without any application code modification. Experi-
ments on synthetic functions and real-world applications
demonstrate that QFaaS can reduce communication latency
for single functions and function chains by 28% and 40%,
respectively, and save up to 50 ms in end-user response time.
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1 INTRODUCTION
The rapid evolution of lightweight virtualization technology
has spawned the rise of the serverless cloud computing par-
adigm [11, 17, 34]. In serverless computing platforms, cloud
providers assume responsibility for all server-related man-
agement tasks, including both hardware resource allocation
and software runtime preparation. Cloud software develop-
ers are thus free to simply focus on designing small discrete
stateless functions and orchestrating them together for their
high-level business logic.

Among the major allures of serverless computing is agile
autoscaling. It allows service providers to quickly launch new
function instances in response to end-user requests, while
saving operational costs. Since auto-scaled instances can be
quickly destroyed by cloud providers, tenants only pay for
the actual function execution time and do not need to reserve
resources for burst requests. Because of both efficiency and
economic advantages, serverless computing garners exten-
sive attention from industry and is expected to become the
dominant cloud computing paradigm [34]. Its market share
is projected to surpass $21 Billion by 2025 [47].
Serverless computing is fundamentally a network-based

cloud computing paradigm. Thus, optimizing the perfor-
mance and security of serverless networking is arguably
as crucial as existing research efforts on other aspects such
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as performance optimization of serverless platforms [1, 15,
33, 56, 66, 69, 78, 80] and security management of cloud func-
tions [3, 23, 64]. Furthermore, the zero trust security model
has gained considerable momentum among cloud security
communities [48, 63]. Under this principle, any entities, even
within the same internal network, should not be trusted by
default. Therefore, fully encrypting all internal connections
is now the best practice for major cloud providers [8, 29, 51].
Although initiating reliable transportation and encryption
introduces extra delays, it is not the dominant performance
bottleneck in traditional cloud computing: (𝑖) transmission
delay within the data center is negligible compared to exe-
cution times; (𝑖𝑖) connection setup latency of TCP and TLS
can be simply mitigated by using persistent connections.
However, many leading commercial serverless providers

and open-source serverless frameworks still use bare (un-
encrypted) TCP connections between functions, leaving a
potential attack surface [1, 10, 30, 52]. This is due to new
challenges that arise specifically in serverless networks. First,
with serverless computing, a function instance can be ini-
tialized in milliseconds (less than 125 ms for cold-start on
AWS [1]) and only processes a small sliver of the computa-
tional task (849 ms median execution times on Azure [65]).
The latency introduced by TCP and TLS handshakes, even at
the sub-millisecond-scale, should no longer be ignored [33].
Second, with the scale-zero-to-infinity feature [17], function
instances are quickly scaled up and down by cloud providers.
It is thus tough to maintain persistent connections between
ephemeral functions. Third, as serverless functions are com-
monly chained together to form task-specific workflows [64],
cumulative handshakes exacerbate the end-to-end latency.

In this paper, we raise the following question:Canwe seam-
lessly enable secure and accelerated network communications
for serverless cloud applications? To address this question, we
design and implement a novel solution based on the emerg-
ing QUIC protocol, called QFaaS, which can simultaneously
improve performance and provide security to existing server-
less platforms without the requirements of any tenant code
modification.
QUIC [60] is a new transport protocol that has steadily

gained popularity on the wide-area Internet [77], particu-
larly for web and video streaming [39]. QUIC combines the
advantages of both TLS 1.3 and UDP to provide a secure
and reliable transport layer with 0-RTT (round-trip time)
connection setup cost, i.e., data packets may be sent without
an explicit handshake. QUIC has also been successfully ex-
tended to some other scenarios, such as IoT meshes [26, 38],
satellite communications [75], and Tor transports [12, 13].
Due to the inherent advantages of reduced handshake costs
while providing a secure network, it is appealing to adapt
this new protocol to securely address communication per-
formance bottlenecks in emerging serverless networks.

Contributions. Our paper proceeds by first providing a
network-centric view of serverless applications, filling in
missing details about actual network flow in the widely used
logic view. This inspired the design of our QFaaS system,
where the QUIC protocol can be seamlessly integrated into
serverless platforms, to mitigate connection setup overheads
and provide secure communications. Our design explicitly
ensures that existing serverless applications can be migrated
to QFaaS without any code modification. In addition, server-
less applications can be further accelerated by using our
function chain library and always-on 0-RTT design. (§3)
We implement the QFaaS prototype into OpenFaaS, the

most popular open-source serverless platform, and the sys-
tem is designed to be easily extensible to contemporary com-
mercial and open-source serverless platforms. The entire
system code is made publicly available. (§4)
Our experimental highlights include: (i) QFaaS can re-

duce the single function and function chain response latency
by 28% and 40% respectively compared with the state-of-
the-art serverless platforms. (ii) Upon deploying real-world
serverless applications to QFaaS, the end-user response time
reduction is up to 50 ms. (iii) In certain scenarios, QFaaS was
even faster than other platforms using only insecure TCP
connections. (§5)

2 BACKGROUND AND MOTIVATION
We provide the background of serverless computing in §2.1.
We then discuss the necessity of internal connection encryp-
tion and the status quo of serverless computing in §2.2. §2.3
demonstrates that the connection setup latency is a new chal-
lenge for serverless networks, which motivates our research.

2.1 Serverless Computing
In serverless computing, traditional applications are decom-
posed into small code slices, called functions. These state-
less functions then can be orchestrated by tenants to per-
form their high-level business logic, which is also known as
the function-as-a-service (FaaS) model. In comparison with
the infrastructure-as-a-service (IaaS) model, in FaaS, it is no
longer incumbent upon the tenants to manage the life cycle
of virtual machines (VMs) or the deployment of software
stacks. Cloud platform providers undertake all server-related
tasks, such as launching VMs, provisioning container clus-
ters, and preparing programming runtimes. From the tenants’
perspective, the cloud development and deployment tasks
are not server-centric, and thus called “serverless”.
The rapid evolution of virtualization technology, espe-

cially container technology, is the basis for the emergence
of serverless computing. The FaaS model introduces a novel
capability to cloud computing: agile auto-scaling without ex-
plicit tenant provisioning. Specifically, stateless functions are
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usually deployed in lightweight virtualized environments,
such as containers. They can be initialized within just a few
milliseconds. Therefore, serverless providers can quickly
scale the number of running function instances in response
to changes in incoming request patterns, in a manner that is
automatic, continuous, and completely transparent to ten-
ants. This feature also provides certain inherent economic
advantages. Since the allocated resources can be released
soon by the cloud providers when they are not in use, ten-
ants will not be charged for idle time and only pay for actual
function execution time, i.e., billing-based-on-usage model.
In effect, the price of handling one thousand burst requests
in parallel is roughly the same as the price of handling one
thousand requests at low density.

Meanwhile, backend-as-a-service (BaaS) is another impor-
tant component of serverless computing [34]. Cloud providers
can provide stateful services, such as data storage, event log-
ging, and identity management, to cater to the rapid devel-
opment of serverless applications.

2.2 Connection Encryption for Zero Trust
Cyber threats emanate not only from tenacious attackers
outside the data center but also other insidious entities shar-
ing infrastructure within the same data center. Due to the
lack of encryption on internal communication, early-stage
data centers exposed extra attacking surfaces to adversaries,
leading to several publicized security disasters [36, 62]. Con-
sequently, the zero trust security model came into being.
In the zero trust model, no entities should trust each other
by default; hence authentication and encryption are always
desired. This model has gained popularity in most cloud
computing paradigms, such as IaaS and newly-emerging
microservices, which dedicates TLS encryption to all con-
nections to be the best practice [8, 29, 51].

Nevertheless, even in those leading commercial serverless
platforms, due to the network performance restriction (de-
tailed in §2.3) and the early stage of development, the lack
of traffic encryption between internal serverless function
communications is still the status quo.
For instance, dedicated traffic encryption is provided by

default to most services within AWS data centers [7, 8]. How-
ever, for the Lambda serverless computing service [5], AWS
only provides traffic encryption in connections between end-
users and the Lambda function invoker. The connections
between the function invoker and function workers remain
unencrypted [1, 10]. Other popular commercial providers,
such as Google Cloud and Azure, also do not encrypt the
function invoker to function worker connections. In addi-
tion, Azure does not require encryption in the gateway to
function invoker connections [52] and Google Cloud even

allows end-users to trigger serverless functions through the
gateway via insecure HTTP requests [30].
Traffic encryption is also not prevalent in open-source

serverless platforms. For example, OpenFaaS [42], the most
popular open-source serverless platform, disables all traf-
fic encryption by default. Users must manually enable TLS
1.2 encryption in OpenFaaS, which will, however, signifi-
cantly impact its network performance, as we show in the
evaluation (§5).
Virtual Private Cloud (VPC) is the prevalent solution for

IaaS network security. It provides a virtual isolated network-
ing environment in public clouds. However, VPC has several
drawbacks when applied to serverless platforms. First, the
initialization performance of VPC cannot meet the rapid
scaling requirements of serverless computing environments.
For instance, the initialization of AWS VPC interfaces takes
15 to 90 seconds, and this cost has to incur per cold-start
serverless function call. With this realization, AWS disables
tenant VPC for Lambda by default, and hyperplane VPC in-
terface sharing was recently announced; however, that still
incurs a one-second overhead [6]. We make the case that
such delays are prohibitive for serverless functions that ini-
tialize and execute at millisecond scales. Additionally, the
economic advantages of serverless computing come from
efficient hardware multiplexing among tenants. However,
exploiting this architectural flexibility limits opportunities
for pre-binding tenant VPCs to hardware resources. Finally,
VPC is arguably targeted more toward traffic isolation than
encryption. Specifically, cloud providers typically enforce
traffic encryption between VMs (e.g., AWS EC2) in the same
VPC but not other services due to the hardware and design
restrictions [8, 29]. Therefore, VPC is not the off-the-shelf
solution for serverless encryption.

2.3 Connection Setup Latency: New
Challenge

Internal communication delay was not a significant prob-
lem in traditional monolithic applications. Threads within
the same process shared the same view of virtual address
spaces and inter-process communication (IPC) provided con-
venient mechanisms (e.g., signals, pipes, and shared memory)
for different processes to exchange data efficiently. Cloud
computing paradigms increased flexibility in application de-
sign and deployment, by breaking up monolithic application
stacks into independent services. Nevertheless, there was
often some additional cost associated with such flexibility.

In practice, disparate services are commonly deployed in
isolated VMs for ease of management. Internal messages
between them now must go through a complete network
stack, raising communication latency. Such distributed ser-
vice orchestration also introduces connection setup latency.
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ServerServerServerClient Client Client Server Client

(a) TCP 
Handshake

(b) TCP+TLS 1.2
Handshake

(C) QUIC 1-RTT
Handshake

(d) QUIC 0-RTT
Handshake

Scheme TCP TCP + TLS 1.2 QUIC 1-RTT QUIC 0-RTT

New Session 1 3 1 -

Recover Session 1 2 1 0

Figure 1: Round-trips in different transport protocols:
(a) insecure TCP incurs 1 extra RTT; (b) in TCP+TLS 1.2
scheme, the encrypted request is sent after 3 RTTs; (c) in
QUIC 1-RTT mode (new session establishment), the en-
crypted request is sent after 1 RTT; (d) in QUIC 0-RTT (ses-
sion resumption), the encrypted request is sent immediately.

Specifically, TCP and TLS are used to provide reliable and
secure connections between VMs. Both of them require extra
round-trips when initiating new connections, as shown in
Figure 1 (a) and (b). But such initialization delays were not
a severe drawback in cloud computing until the advent of
serverless computing. First, maintaining persistent connec-
tions among services can partially mitigate the connection
setup latency. Though this solution cannot eliminate the de-
lay after launching a new VM, the connection setup latency
is still negligible when compared with the VM initiation
time. Second, TCP, the dominant protocol for reliable net-
work communication, has been ossified into the OS kernel
and is not easily replaceable. Thus, other problems in cloud
computing, like scheduling, elastic scaling, and storage, were
prioritized over optimizing connection setup latency.

In contrast, the scale-zero-to-infinity feature of serverless
exponentially magnifies the disadvantages of connection
setup latency. To be specific, in serverless computing, (i) since
the initiation and execution times for function instances are
minuscule, the connection setup time is no longer negli-
gible. (ii) In addition, the number of running function in-
stances rapidly scales up and down in response to the re-
quest changes. It is now not possible to maintain persistent
connections between these stateless function instances. (iii)
Finally, as functions are usually chained together to form
task-specific workflows, connection setup costs are incurred
at each hop of the function chain, significantly compound-
ing the non-negligible delay. To address these challenges,
always keeping at least one instance of each function alive
could be a compromise solution (which became an option
on AWS Lambda recently). However, such a solution largely

increases the tenants’ cost and violates the serverless philos-
ophy to some extent. Meanwhile, it still suffers from burst
requests. We believe that there is now a greater urgency to
prioritize the optimization of connection setup latency in
cloud network communications.

3 QFaaS: SYSTEM DESIGN
QFaaS leverages the emerging QUIC protocol to accelerate
and secure serverless computing. §3.1 introduces QUIC and
emphasizes its benefits for serverless. We then provide a
clear network abstraction for serverless applications to iden-
tify potential network bottlenecks in §3.2. We describe the
system architecture of QFaaS in §3.3, which requires no code
modification for existing serverless applications. Designs in
§3.4 and §3.5 can further accelerate serverless networking.

3.1 QUIC Protocol for Serverless Networks
QUIC has been quickly and widely adopted on the wide-
area Internet after demonstrating the ability to mitigate sev-
eral drawbacks of TCP (e.g., performance, evolvability). Af-
ter 2017, more than 7% of Internet traffic (a major part of
Google’s egress traffic) is under QUIC [39]; in 2021, 5.1%
of all websites over the world are using QUIC [77]. QUIC
has been standardized by IETF (Internet Engineering Task
Force) in RFC 9000 in May 2021 [60]. Furthermore, IETF has
just standardized HTTP/3, “HTTP over QUIC”, as the next
generation HTTP protocol in June 2022 [14]. With rising
demand for low latency applications, QUIC gains growing
popularity and is likely to outpace TCP on the Internet in
the near future.

We think that QUIC can likewise evolve communications
in serverless computing as it provides a robust pathway to
improve security and performance. On the one hand, cloud
users seamlessly benefit from the security of QUIC as it is
coupled with the latest TLS 1.3 protocol to provide always-on
encryption by design. On the other hand, QUIC can achieve
0-RTT shaving both transport and cryptography handshakes,
meaning the first encrypted data packet could be sent before
any handshake happens. First, QUICmitigates the handshake
overhead in the TCP protocol, as it provides a reliable mul-
tiplexing transport on top of UDP instead of TCP. Second,
QUIC further leverages the 0-RTT resumption feature in TLS
1.3. Consequently, QUIC only requires 1 extra round-trip
(1-RTT mode) to set up the connection when the client never
connected to the server before (Figure 1 (c)). The first en-
crypted data packet can be sent immediately (0-RTT mode) if
the client cached the server information in previous connec-
tions (Figure 1 (d)). Thus, QUIC has the potential to greatly
reduce the connection setup latency in serverless computing,
especially when new function instances are instantly scaled
up and chained together to support burst requests.
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We notice that QUIC is even better suited for serverless
computing environments than the wide-area Internet in
some respects. First, enabling QUIC requires modifications
on both client- and server-side software to install relevant li-
braries with compatible versions, which is challenging when
the two sides are controlled by different entities. In server-
less computing, as cloud providers prepare all the software
stacks, including networking-related stacks, software com-
patibility is no longer an issue. We can further leverage this
capability to ensure the always-on 0-RTT (§3.5). Second, the
QUIC performance is suffering from the UDP traffic throt-
tling by public Internet service providers. Nevertheless, this
is less of a concern within data centers. Third, the 0-RTT
replay attack is another concern when using QUIC on the
Internet [16]. If it is possible to monitor connections and sniff
packets in the middle, the adversary can potentially resend
the first client packet to trigger the related request twice
on the server-side. Though, performing this attack requires
strict conditions, which are harder to achieve inside a data
center, we further implement a more secure QFaaS prototype
by sending all non-idempotent requests through 1-RTT to
mitigate the threat of the 0-RTT replay attack (§4.2).
In addition to security and low latency, using QUIC in

serverless networks can also provide many of the same ben-
efits as using it on the Internet. For example, QUIC supports
stream multiplexing in one connection. It avoids head-of-
line blocking delays due to the TCP’s sequential delivery.
Besides, as QUIC runs in the user space instead of the kernel,
the transport layer is now more malleable to meet evolv-
ing application demands with frequent updates, such as a
notable recent breakthrough: Pluginized QUIC [24].

TCP Fast Open (TFO) [79] is a potential competitor to
QUIC [18]. It allows the application data attached to the
client SYN packet to avoid the TCP handshake latency if the
SYN packet contains an identifier (TFO cookie) from the last
connection. Though TLS 1.3 (0-RTT) over TFO theoretically
provides the same round-trip performance as QUIC, because
of several deep-rooted privacy and performance issues, TLS
over TFO has been disabled on all modern browsers (e.g.,
Chrome, Firefox, and Edge) and is not yet actively used by
most popular operating systems after 10 years [70]. First, TFO
relies on a unique unencrypted cookie in the TCP header,
which leads to severe tracking concerns on the public Inter-
net. In addition, enabling TFO requires updating all middle-
boxes in data centers, such as firewalls, proxies, and security
devices, to support a non-originally designed TCP option.
Nevertheless, these network core devices are ossified in the
network and rarely updated. Consequently, failed TFO re-
quires an ordinary TCP SYN retry, leading to TFO actually
increasing round-trips. In contrast, QUIC runs over UDP and
only requests updates on end devices. Finally, only messages

which are smaller than the MTU (i.e., those that may be em-
bedded in the TCP SYN payload) will benefit from the TFO,
while the entire client-initialized message (spanning multiple
packets) can benefit from QUIC’s 0-RTT feature. Therefore,
we advocate for QUIC over TFO in the QFaaS design.

3.2 Modeling Serverless Networks
To use QUIC in serverless computing, the first challenge is
to identify network connections in its architecture. Though
the logic abstract model of serverless platforms is commonly
used, important details were missed with respect to the net-
work modeling. We address the limitations by providing a
new abstraction of the serverless architecture through the
network-centric view. This model will guide our QFaaS sys-
tem design.

Logic Model. General discussion about serverless architec-
tures is commonly framed in the context of the logic view,
shown in Figure 2 (a). Under this abstraction, a unified API
Gateway continuously listens for end-user requests. Upon
receiving a function invocation, Gateway first executes per-
mission authentication and scales corresponding function
instances. Gateway then forwards the user request to a func-
tion instance behind it. Functions chained together with
backend services compose an integrated serverless applica-
tion and perform cloud tenants’ business logic.
While the logic model largely simplifies the connection

details, such that one can quickly understand the essential
concepts of serverless computing, it does not reflect actual
network flows. There are two important details missed: (i)
after the end-user sends a function request to Gateway, the
response of this function (F𝐴 or F𝐶 ) is returned through
Gateway instead of directly by the function; (ii) in function
chains, when a function (e.g., F𝐴) sends a request to another
function (F𝐵), this request must also go through Gateway.
Because only Gateway can launch new instances of functions,
and knows the destination address of their running instances.

Network-centric Model. To address the aforementioned lim-
itations, we provide a new abstraction of the serverless ar-
chitecture through the network-centric view (Figure 2 (b)).
In this model, the serverless architecture is divided into two
parts: the gateway subsystem and the workers subsystem.
• Components in the gateway subsystem expose static func-
tion interfaces to end-users, manage running workers,
and dispatch requests to corresponding functions. These
services are all stateful and run on permanent machines. In
existing serverless platforms, corresponding modules may
have variant names. For example, in AWS, they are called
frontend and worker manager; in OpenFaaS, they are
called api-gateway and faas-netes controller. Regard-
less of the names, they provide the same functionality.
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Figure 2: Serverless Architecture. (a) Logic Model. Gateway forwards end-user requests to corresponding functions.
Functions chained together with backend services compose a serverless application. However, network details are missing:
(i) function results are returned through Gateway to end-users, (ii) functions are chained through Gateway, i.e., no direct
connections between end-users and ephemeral function instances, and between two instances. (b) Network-centric Model.
Gateway components run permanently, expose function interfaces, manage running workers, and dispatch requests. Workers
run on ephemeral containers, host request handlers and different language runtime for functions. The request handlers can
only be connected by Gateway.

• Workers are ephemeral containers that comprise the re-
quest handler, the function runtime, and tenant function
code. The request handler provides the internal communi-
cation ability for workers. It receives trigger requests from
Gateway and sends function results back to Gateway. The
function runtime provides isolated software stacks and
programming language libraries to execute tenant func-
tion code. Therefore, tenant functions are decoupled from
the management of ingress network connections. Hence,
the request handler can be designed independently by
serverless providers.
Figure 2 (b) shows an example where an end-user requests

the service of function F𝐴, while F𝐴 chained together with
F𝐵 provides the service to the end-user. In this example,

• (➊|➑) the end-user sends F𝐴 a request (➊) and receives
responses of F𝐴|F𝐵 (➑) from the direct connection with
API Gateway. In the process, Gateway acts as a transport
layer server, listening and responding to user requests.
Network details behind it are transparent to the end-user.

• (➋|➐) API Gateway forwards the F𝐴 trigger event to Func-
tion Invoker. After the F𝐴 worker is initialized, Function
Invoker sets a connection to the request handler in F𝐴
worker, sends request data (➋), and receives responses
(➐). In this process, Function Invoker plays the role of
the transport layer client to initiate this connection. The
request handler plays the role of the transport layer server.

• (➌|➏) F𝐴 needs the response of F𝐵 . Nevertheless, instead
of sending a request directly to a worker of F𝐵 , F𝐴 will send

the F𝐵 request (➌) and receive responses of F𝐵 (➏) from
Gateway. F𝐴 does not need to care about any scheduling
details of F𝐵 . In this process, Gateway acts as a transport
layer server again, even though the connection is internal.

• (➍|➎) Function Invoker initializes a worker for F𝐵 , sets
up a connection to its request handler, sends request data
(➍), and receives responses (➎) from this connection.

In current serverless platforms, HTTP (including REST-
API and gRPC) is commonly used application layer protocols
for connections to API Gateway (➊|➑, ➌|➏) and request
handlers (➋|➐, ➍|➎). These application layer protocols rely
on TCP and TLS protocols underneath to provide reliable
and secure transport communications. For security concerns,
connections involved API Gateway (➊|➑, ➌|➏), which ex-
poses interfaces to outside, are mandatorily encrypted by
most providers (§2.2). For other connections in Figure 2 (b),
the data exchange between request handlers and functions
in the same worker is through IPC with negligible overhead.
API Gateway and Function Invoker are usually deployed
in different machines. But they can maintain a persistent
connection to mitigate the connection setup overhead.

3.3 QFaaS System Architecture
We first identify connections that affect the serverless net-
work performance and can be seamlessly optimized without
tenants’ code modification. In our network-centric view, API
Gateway to Function Invoker connections and request han-
dler to language runtime connections could be persistent
or through IPCs. The connection between end-users and
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Gateway (➊|➑) is initialized by end-users and could also be
persistent. The connection from the function to Gateway
(➌|➏) is initialized by functions. In contrast, the connec-
tions from Gateway to workers (➋|➐, ➍|➎), which are fully
controlled by providers, expose opportunities to optimize
serverless networks.

First, function workers are instantaneously launched and
torn down in response to requests. We cannot simply use per-
sistent connections to mitigate the connection setup latency
for function workers. Second, this overhead will be multi-
plied when functions are chained together or the number of
running instances is quickly scaled up. Thus, these serverless-
introduced bottlenecks drive major cloud providers to sac-
rifice security for performance, keeping ➋|➐, ➍|➎ unen-
crypted (§2.2).
To accelerate serverless networking while maintaining

security, we introduce the design of QFaaS, as shown in
Figure 3. In this design, we integrate the QUIC client into
Function Invoker and also integrate the QUIC servers into
the worker request handlers (to replace the TCP and TLS
client and servers, respectively). All function requests that
go through Gateway to workers would now benefit from the
efficiency and security of the QUIC protocol.
On the one hand, QUIC embraces full encryption by de-

fault and employs the latest TLS 1.3 protocol. As a result,
connections from Gateway to workers would benefit from
security improvements provided by TLS 1.3. On the other
hand, this QFaaS design can ensure the activation of the
QUIC 0-RTT feature. To enable 0-RTT connection resump-
tion, QUIC leverages QUIC connection tokens and TLS session
caches stored on the client-side. In serverless architecture,
Gateway runs on stateful machines and plays the role of
the QUIC client in QFaaS. We integrate the QFaaS 0-RTT
Store into the Gateway to maintain and manage connection-
specific information. Therefore, serverless applications under
this design can further benefit from the 0-RTT feature.
Moreover, QFaaS design does not request any changes

to tenants’ function code. In serverless computing, all run-
ning containers, as well as the code of Gateway and request
handlers, are provided and controlled by cloud providers.
Modifications are transparent to cloud tenants and end-users.

3.4 Function Chain Library
An inquisitive reader might wonder why we did not further
replace the connection initiated from the function to Gate-
way (➌|➏) with QUIC? This is because such a connection is
function code related and programming-language specific.
Specifically, Gateway usually exposes URLs or REST APIs
for functions. End-users can invoke a function by sending
an HTTP request to the corresponding URL. Similarly, when
a tenant wants to invoke a function (F𝐵) by another function
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Figure 3: System Design of QFaaS. QUIC client and QUIC
servers are integrated into Function Invoker and worker
request handlers to replace the TCP/TLS client and servers.
This modification is transparent to cloud tenants and ensures
the activation of the QUIC 0-RTT feature.

(F𝐴) to form a function chain, the tenant also must initiate
an HTTP request by the function code in F𝐴 and follows
the programming language practices. For example, AWS,
Azure, Google Cloud, and OpenFaaS all suggest Python users
form function chains by leveraging the Python Requests
library [35]. Therefore, such connections are not fully con-
trolled by the cloud providers and cannot be optimized as
described in §3.3.

One alternative way to enable QUIC at ➌|➏ is to provide
a QUIC server at Gateway and ask developers to integrate
a QUIC client in their function code. Nevertheless, this de-
sign requires significant code modification and also requires
developers to be familiar with QUIC client configurations.
Recent advancements in platform specific libraries allow

for an improved design. For fine-grained access control and
ease of use, some serverless platforms, such as AWS Lambda,
now provide libraries under different languages for tenants
to form function chains [9]. With such libraries, developers
can directly call platform APIs to invoke another function
instead of explicitly sending an HTTP request by the code.
Leveraging this idea, we provide a QFaaS function chain

library to enable QUIC at ➌|➏, requiring slight tenant code
modification. This chain library has QUIC as its underline
transport layer protocol. We integrate the QUIC server into
Gateway to accept function requests through QUIC. Thus, all
function chain traffic invoked by the library will benefit from
the short latency and security of QUIC. Currently, this li-
brary supports Python3 and Go-lang, which are two popular
programming languages used in all major serverless plat-
forms. The code modification to adapt this library is minimal.
For instance, the Python developers only need to import the
library and switch their Requests call to the QFaaS chain
library call, which are only 2 lines of code modification.
This design also has three side benefits. First, Gateway

now has the ability to accept QUIC requests. It is now possi-
ble for end-users to initiate a request by QUIC and further
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accelerate the ➊|➑ connection. Second, this new ability will
not interfere with existing TLS Gateway functionalities, as
QUIC listens on the UDP port while TLS listens on the TCP
port. Third, the system can now be more easily integrated
with current serverless security and access control mecha-
nisms [3, 23, 64].

3.5 Always-on 0-RTT QUIC
QUIC is initially designed for the wide-area Internet, where
connection peers are controlled by different entities. On the
contrary, in serverless networks, providers can fully admin-
istrate the platform. Leveraging this ability, we propose the
Always-on 0-RTT QUIC design, which ensures the activation
of 0-RTT even for completely cold-start functions.
In the QUIC protocol, if the client has never connected

to the server, the first request will use 1-RTT mode, due to
the lack of pre-knowledge with the server. QUIC clients rely
on the QUIC connection token and TLS session cache from
previous handshakes to enable 0-RTT. The QUIC connection
token is used for servers to identify and verify the 0-RTT
connection from clients. The TLS session cache is indeed
the TLS pre-shared key (PSK) [25, 44], which is the basis for
0-RTT encryption.

We introduce a QFaaS 0-RTT Generator component in the
QFaaS design. When launching a cold-start worker (QUIC
server), the Generator will put a valid Function Invoker
(QUIC client) token into the worker, so the 0-RTT connec-
tion from Function Invoker can be accepted. In addition, the
Generator will also produce a unique PSK and insert it into
both sides, which will then be used for 0-RTT encryption.
As this process is a part of workers’ environment setup, it
will not introduce extra delay. After the handshake process
is complete, the server will provide a new token and session
to the client for the next 0-RTT connection using the QUIC
protocol. These will be stored in the QFaaS 0-RTT Store (§3.3).
This design utilizes the advantages of serverless computing
and is fully compatible with the QUIC protocol.

4 QFaaS: SYSTEM IMPLEMENTATION
We implemented the QFaaS prototype on OpenFaaS (§4.1)
and enabled the QUIC 0-RTT feature on it (§4.2). The QFaaS
design is easy to be extended to other platforms (§4.3).

4.1 QFaaS Prototype on OpenFaaS
We implemented our QFaaS into the popular OpenFaaS [42].
OpenFaaS is currently the leading open-source serverless
platform (sorted byGitHub stars [57]). It uses Docker contain-
ers to host all components and Kubernetes (K8s) to simplify
container deployment and management.

We extended quic-go [43] for our prototype. quic-go sup-
ports the recently standardized IETF QUIC [60]. And it is

implemented in Go-lang, the same language as OpenFaaS
and K8s, which makes them easier to be integrated. quic-go
also provides an HTTP/3 [14] implementation by assembling
QUIC with the Go-lang HTTP package (net/http).
We primarily modified two components of OpenFaaS:

faas-netes and of-watchdog.
faas-netes is the Function Invoker component in the

OpenFaaS platform that resides on Gateway. It controls the
life cycle of worker containers by sending commands to the
K8s master. It also works as an HTTP client, forwarding
function requests to corresponding workers through stan-
dard HTTP messages. We modified faas-netes, integrating
a quic-go HTTP/3 client module and coordinating it with
the remaining parts. All function requests then are proxied
and encrypted by QUIC when they are forwarded to workers.
All these modifications only introduce a minimal increase (15
MB) to the size of compiled faas-netes container images.
of-watchdog is a tinyHTTP server, working as the request

handler inside the function worker container. of-watchdog
uses an internal IP address and is only reachable within the
K8s cluster. It receives incoming function requests from faas-
netes and passes them on to the function. We reformed
the HTTP server module in of-watchdog to the quic-go
HTTP/3 server such that it can accept QUIC connections
from faas-netes and decrypt HTTP/3 messages. After at-
taching related packages for HTTP/3 and QUIC, the size of
of-watchdog executable file only increased by 3 MB.

Besides of-watchdog, an OpenFaaS worker container also
contains a language runtime and the tenant function code.
As the runtime is independent to of-watchdog, QFaaS inher-
ently support tenant function code in various languages with
its one-size-fits-all of-watchdog implementation. There is
no need to modify a specific language runtime.

To support QFaaS function chain library, we also installed
a QUIC server into the OpenFaaS api-gateway. It will re-
ceive and respond to all function invoke requests from the
function chain library and end-users using a QUIC client.
This modification does not interfere with exiting Gateway
functionalities as it listens on the UDP port.
We have open sourced our prototype implementation.1

In addition, we are working on integrating QFaaS as a plu-
gin into the OpenFaaS platform and collaborating with a
leading cloud provider to enable a proof-of-concept (PoC)
deployment of QFaaS in its serverless service.

4.2 QUIC 0-RTT Activation
To further enable the QUIC 0-RTT feature, we implemented
the QFaaS 0-RTT Store in faas-netes to maintain and man-
age the QUIC connection tokens and TLS session caches
for QUIC 0-RTT connections. With this implementation,

1https://github.com/qfaas-project

https://github.com/qfaas-project
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Figure 4: (a) Function image sizes and (b) image build
time using different of-watchdogs and language runtimes.

scenarios, such as the function warm-start, resuming sus-
pended workers, and processing non-continuous requests,
will benefit from the performance of QUIC 0-RTT.We further
implemented the QFaaS 0-RTT Generator in the K8s control
component. It generates and distributes the 0-RTT connec-
tion informationwhen a cold-start worker is launching. Thus,
the cold-start scenario will be accelerated by 0-RTT.
The replay attack [16] is a major security threat when

using QUIC’s 0-RTT mode. Under sophisticated settings,
an adversary could potentially replay the first 0-RTT mes-
sage to trigger the corresponding action twice on the server
[25]. To be specific, man-in-the-middle (MITM) sniffing and
packet replay are two necessary conditions for the QUIC
0-RTT replay attack. As for QFaaS, on the one hand, internal
data-center networks have different characteristics than the
public wide-area Internet. Both conditions may be harder to
achieve inside a data center. On the other hand, to provide a
higher security level, following the suggestions of [25, 60],
we provided a more secure QFaaS option, which manda-
torily sends all non-idempotent [61] requests (e.g., POST)
through 1-RTT. This option further mitigates the threat of
the 0-RTT replay attack. Users can make choices in QFaaS
based on their security needs. Additionally, recent cryptog-
raphy research [31] also shows that it might be possible to
support perfect forward secrecy during the 0-RTT key ex-
change process. We will show in our evaluation that even
when operating in 1-RTT mode, QFaaS is still considerably
faster than the OpenFaaS platform because it still requires
fewer RTTs than the TCP+TLS scheme.

4.3 Platform Universality
The QFaaS design is not only effective for OpenFaaS but
can also be easily extended to other serverless platforms.
This is because the network-centric model we provided is
universal to prevalent serverless architectures. For instance,
network flows in Lambda also follow this model. Specifically,
AWS revealed the Lambda architecture in [1]. Unlike Google
Cloud or OpenFaaS, AWS Lambda uses microVMs instead
of containers for function workers, where each worker also
contains a request handler (called 𝜆 shim) that listens to

HTTP requests from the Lambda Frontend. Thus the QFaaS
design can be directly applied in the Lambda architecture,
i.e., by integrating the QUIC server and client into the 𝜆 shim
and Frontend, and maintaining the QFaaS 0-RTT Store at
Frontend. In addition, Lambda now provides libraries for
access control and function chains [9]. QFaaS function chain
library can be implemented into it to further accelerate chain
communications.
QFaaS can also be easily migrated to other open-source

serverless platforms. Taking Apache OpenWhisk [73] as an
example, the ➋|➐ and ➍|➎ connections are essentially the
connections between OpenWhisk Controller and Code In-
voker that we can use QUIC to secure and accelerate. Addi-
tionally, we can apply the design of QFaaS function chain
library into special trigger events supported by OpenWhisk.

5 EVALUATION
We answer the following questions about QFaaS here. What
are our testbed and experiment settings (§5.1)? Will QFaaS
introduce extra overheads in building function images (§5.2)?
How does QFaaS perform on a single function in comparison
with TCP and TCP+TLS in different scenarios (§5.3)? How
does QFaaS react to variant intra-cloud delays (§5.4)? How
does the length of function chains impact QFaaS performance
benefits (§5.5)? And how well do the benefits transfer to real-
world serverless applications (§5.6)?

5.1 Testbed and Experiment Settings
We evaluate the performance of QFaaS using several syn-
thetic serverless functions and a real-world commercial server-
less application Hello, Retail! [53, 54]. These synthetic func-
tions are designed to cover different scenarios independently,
including simple echo functions, functions with large content
data, and function chains with variant lengths [81]. Hello,
Retail! is a popular open-source serverless application used
in many recent serverless studies [3, 23, 55, 64]. We use it to
assess the benefits that QFaaS can deliver in the real world.
We compare the performance of QFaaS with respect to

OpenFaaS, using TLS 1.2, for inter-component communica-
tions. We also measure the performance of OpenFaaS using
only bare TCP connections between components as a refer-
ence. Because TCP does not encrypt and decrypt packets,
it has a much shorter OS processing delay in comparison
to secure protocols. However, TCP-only OpenFaaS does not
provide any security for the cloud platform. We find that
our QFaaS design is even faster than TCP-only OpenFaaS in
some scenarios, while providing additional security.
All experiments were performed on our K8s cluster with

1 master node and 3 follower nodes. The K8s system com-
ponents were deployed in the master node. All OpenFaaS
related components were running in the follower nodes and
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Figure 5: Single function end-user response latency: (a) non-continuous requests require connection resumption. For
GET requests, QFaaS shows the same performance as insecure OpenFaaS (TCP) and is 28% better than OpenFaaS (TCP+TLS).
For POST requests, QFaaS in its 1-RTT mode is still 14% faster than OpenFaaS (TCP+TLS); (b) continuous requests have no
connection setup overhead. They all perform identically; when an (c) initial request is sent to a newly launched function, if
no session caches in Gateway, QFaaS is still 11% faster than OpenFaaS (TCP+TLS); in the (d) large response scenario, QFaaS
is slightly slower than OpenFaaS (TCP) due to encryption overhead. But it is still 21% faster than OpenFaaS (TCP+TLS).

each node has a 4x2.9 GHz CPU with 8 GB of RAM. All
Docker images were pre-pulled to avoid the influence of
external network variations. We also enabled the K8s local
DNS agent feature to improve cluster DNS performance.
We use the default MTU value of 1500 and keep all TCP,

TLS, and QUIC settings to be the default values from standard
Go-lang libraries (go1.15). A recent study [71] indicated that
QUIC could show better performance by MTU tuning. QFaaS
users can also potentially achieve better performance by
tuning protocol settings, such as congestion control scheme,
generic receive offload (GRO), and generic segmentation
offload (GSO) based on their traffic characteristics.

5.2 Function Image Overheads
Using QFaaS does not require any application code modifi-
cation. To migrate existing OpenFaaS application functions
to QFaaS, cloud providers only need to rebuild the function
container image on top of the modified of-watchdog. This
process can be done automatically and is transparent to ten-
ants. The function image size and function image build time
overheads are given in Figure 4 (a) and (b), respectively.
Results: Figure 4 (a) indicates that QFaaS only slightly

increases the container image size by 3 MB among each
different language runtimes. The increased size is due to the
additional libraries for QUIC server support. As shown in
Figure 4 (b), QFaaS only introduces negligible addition time
in building functions comparing with OpenFaaS.

5.3 Single Function Performance
We measure the response latency of several synthetic single
functions to show the benefits of QFaaS under different sce-
narios independently (Figure 5). Response latency represents
the time interval between the end-user sending the request

and receiving the complete function response. For GET re-
quests, we compare the latency between OpenFaaS (TCP),
QFaaS, and OpenFaaS (TCP+TLS). For POST requests, we
also measure the latency of QFaaS with mandatory 1-RTT
enabled, i.e., QFaaS (POST1RTT) (check §4.2 for more details).
In Figure 5 (a), (b), and (c), we all use a simple echo function
to avoid the jitter in function execution. The function used
in Figure 5 (d) returns a large response body of 1 MB when
called. We repeat each experiment 100 times. We use the
default intra-cloud delay of 0.5 ms. The QFaaS performance
under other delays is detailed in §5.4.
Results: Each box plot in Figure 5 (as well as Figure 10

and Figure 11) depicts the maximum, third-quartile, median,
first-quartile, and minimum through dash marks from the
top to the bottom.
As shown in Figure 5 (a), we first measure the scenario

that end-user requests sending in the no-continuous pat-
tern. In this case, whether TCP, TLS, or QUIC, connection
resumption is required. For GET requests, QFaaS performs
the same as insecure OpenFaaS (TCP) and is 28% better than
OpenFaaS (TCP+TLS). For POST requests, QFaaS working in
1-RTTmode is still 14% faster than OpenFaaS (TCP+TLS) and
achieves the same benefits as it performs on GET in 0-RTT
mode. The latency difference between QFaaS and OpenFaaS
(TCP+TLS) is larger than simply counting extra RTTs be-
cause extra handshake packets across protocol stacks at two
ends also introduce additional processing delays.
In Figure 5 (b), end-users continuously send requests to

avoid any connection resumption. All these implementations
perform identically. It indicates that QFaaS does not bring
additional overhead for this scenario.

In Figure 5 (c), we measure the first request latency when
a function instance is newly launched. In this scenario, we let
the QUIC client in faas-netes have no server session cache
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Figure 7: Benefits of QFaaS under variant intra-cloud
delays. QFaaS is always faster (17% reduction) than Open-
FaaS (TCP+TLS) even when the internal delay is 0. The re-
sponse latency difference increases as delays increase. QFaaS
starts to be faster than OpenFaaS (TCP) when delay>0.5 ms.

corresponding to the new function worker, thus working
in 1-RTT mode. In this case, QFaaS is still 11% faster than
OpenFaaS (TCP+TLS).

Figure 5 (d) shows the scenario when the function returns
a large body. The end-user needs to wait for several packets
before getting the complete response. In this scenario, QFaaS
is slightly slower than the insecure OpenFaaS (TCP) due to
traffic encryption and decryption overhead. But it is still
21% faster than OpenFaaS (TCP+TLS) when the size of the
response body is 1 MB.

5.4 Variant Intra-Cloud Delays
The end-user response latency reduction of QFaaS is related
to the intra-cloud delays. Because the QFaaS advantage over
OpenFaaS is obtained from reducing the number of RTTs in
the connection setup. The network delay within a typical
data center has been found to be around 0.5 ms in prior
studies [32, 41, 59]. In our evaluation, we set the default delay
between cluster nodes to 0.5 ms. One may notice that the
AWS EC2 ping delay is sometimes less than 0.1 ms. Because
AWS tends to deploy EC2 VMs of the same tenants into the
same host machine [78]. Nevertheless, this is not the case for
serverless computing. As multiple tenants share the same
Gateway infrastructure, the delay of ➋|➐ or ➍|➎ connection
is closer to the average intra-cloud delay.
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Figure 8: Benefits of QFaaS with the function chain
library. The latency difference between QFaaS and Open-
FaaS (TCP+TLS) increases as the chain’s length increases
and reaches 85 ms (40%) when the length is 6.

Figure 6 shows the AWS Lambda intra-cloud latency per-
centiles in the same region. The majority lies in the range
from 0.5 ms to 3 ms. We will show the benefits of QFaaS
against these delays. In addition, the internal network delay
is also potentially very small. We thus specifically measure
the case of zero network delays by deploying all the platform
components and function workers in the same host machine.
We show the benefits of QFaaS under different cloud in-

ternal delays in Figure 7. The testing scenario is the same
as Figure 5 (a). As the internal delay increases, the response
latency will also increase. But the latency increase in QFaaS
is always smaller than that of its opponents.
Results: The colored regions in Figure 7 (as well as Fig-

ure 8) aremean values plus/minus standard deviations. Specif-
ically, when the internal network delay is 0, QFaaS is still 17%
faster than OpenFaaS (TCP+TLS). Because QFaaS can still
save processing delay costs of RTTs in the protocol stacks
compared with OpenFaaS (TCP+TLS). QFaaS maintains its
advantages over OpenFaaS (TCP+TLS) as the internal delay
increases. Their latency difference reaches 19 ms when the
internal delay is 3 ms. QFaaS becomes faster than insecure
OpenFaaS (TCP) after the internal delay is greater than 0.5
ms, and is 13% faster than OpenFaaS (TCP) when the internal
delay is 3 ms.

5.5 Function Chain Performance
In serverless applications, functions are commonly chained
together to perform a complete task flow. We measure the
benefits of using QFaaS function chain library in different
lengths of function chains in Figure 8. The experiment design
follows the nested function chain implementation in Server-
lessBench [81]. In a function chain, the end-user invokes the
ingress function; one function invokes another function and
returns until the invoked function responds. Other settings
are the same as in Figure 5 (a).
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Table 1: Evaluated Serverless Function Scenarios in the “Hello, Retail!” Application

Scenarios Function Function Name HTTP Method Function Function Name HTTP Method

Pure Functions ƒ10 Photo Success GET ƒ15 Publish Result POST
Database Functions ƒ1 Browse Products GET ƒ7 Register Photographer POST

Chain Functions
ƒ3 Request Photo POST Invoking a function chain: ƒ3→ ƒ4 → ƒ5→ ƒ6.
ƒ8 Acquire Photo POST Invoking a function chain: ƒ8→ ƒ9 → ƒ10 → ƒ11.
ƒ12 Purchase Product POST Invoking a function chain: ƒ12 → ƒ13 → ƒ14 → ƒ15.

Results:As shown in the result, compared with OpenFaaS
(TCP), regardless of the length of the function chain, QFaaS
always has a similar end-user response latency as the inse-
cure OpenFaaS (TCP). QFaaS always performs better than
OpenFaaS (TCP+TLS), and their latency difference increases
as the chain’s length increases. QFaaS is 85 ms (40%) faster
than OpenFaaS (TCP+TLS) when the chain length is 6.

5.6 Real-world Application Performance
Hello, Retail!. To better understand how QFaaS works in
production environments, we first conducted experiments
on a real-world serverless application Hello, Retail!. It imple-
ments a functional retail platform constructed by a set of
serverless functions and back-end services. Figure 9 shows
the reference architecture of Hello, Retail!. Please note, this
figure uses the serverless logic view instead of the actual
network-centric view, to highlight the application’s abstract
structure. It is a real-world serverless application originally
developed by Nordstrom on AWS Lambda. We ported the
entire Hello, Retail! application to the OpenFaaS platform
as described in prior work [23, 64]. It is also deployed into
QFaaS without any code modification.
As shown in Figure 9, Hello, Retail! consists of 15 func-

tions. These functions form 3 major function chains. Table 1
lists all scenarios we used in our experiments, covering the
most representative scenarios in this application. In terms of
whether a function accesses backend services and whether
it invokes a function chain, we classify the scenarios as:
• Pure Functions: The function only communicates with
the Gateway.

• Database Functions: The function will access back-end
services, e.g., database.

• Chain Functions: The ingress function that sequences a
function chain.

• Chain Functions with Function Chain Library: Chain
functions adopting the QFaaS function chain library.
Following the preceding experiment setting in Figure 5 (a),

we measured the end-user response latency by sending non-
continuous function requests. Figure 10 shows the results.
Results: (a) For pure functions, ƒ10 is invoked by GET

messages, and ƒ15 is invoked by POST messages. QFaaS and
QFaaS (POST1RTT) can achieve a similar acceleration as they
performed in single function evaluations (Figure 5). (b) For
database functions, though the performance boosts are di-
luted by the extra connections with databases or third-party
services, QFaaS can still achieve 7%-12% latency reduction
against OpenFaaS (TCP+TLS) while keeping comparable
performance as insecure OpenFaaS (TCP). (c) For chain func-
tions, QFaaS remains to outperform OpenFaaS (TCP+TLS)
by 14%-25% working in 0-RTT mode and 6%-10% working in
1-RTT mode. Additionally, QFaaS bonuses multiply to attain
up to 50 ms latency reduction, which would perceptibly im-
prove user experience. (d) To take full advantage of QFaaS,
we integrated the function chain library to ƒ12. Since the nat-
ural language efficiency distinction, where the original Hello,
Retail! is written in NodeJS and the QFaaS function chain
library is implemented in Go-lang, for comparison fairness,
we translated origin Chain 3 (ƒ12) in Go-lang. It shows a 21%
latency reduction. The results on Hello, Retail! demonstrate
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Figure 10: End-user response latency in the Hello, Retail! application. (a) Pure Functions: ƒ10 accepting GET requests.
ƒ15 accepting POST requests. QFaaS achieved the same results as in Figure 5. (b) Database Functions: ƒ1 accepting GET
requests. ƒ7 accepting POST requests. QFaaS is 12% faster than OpenFaaS (TCP+TLS); QFaaS (POST1RTT) is faster by 7%. (c)
Chain Functions: 14%-25% latency reduction (up to 50 ms) provided by QFaaS in one request; 6%-10% latency reduction with
QFaaS (POST1RTT). (d) Chain Functions with Function Chain Library: Chain 3 gaining a 21% performance boost.
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Figure 11: End-user response latency in the Cert Info
and the Image Resizer applications. (a) Cert Info: QFaaS
demonstrates similar improvements as in Figure 10 (b). (b)
Image Resizer: Compared to OpenFaaS (TCP+TLS), QFaaS
saves 26 ms while providing secured communications in
image transmission.

that cloud tenants can instantly gain the benefits of QFaaS
as synthetic serverless functions (§5.3).
Cert Info and Image Resizer. In addition to Hello, Retail!,
we then evaluated two more open-source serverless applica-
tions from OpenFaaS Function Store [58]. Both applications
are composed of a single serverless function but involve com-
munications to third parties. The Cert Info application [68]
accepts POST requests and will connect to the wide-area
networks. It leverages Go-lang standard libraries to fetch the
certificate information associated with the requested domain
name from the Internet. The Image Resizer application [72]
accepts GET requests and demandsmore computational over-
head than previous ones. It first downloads a large image file
and resizes it locally. The resized image will be put into the
GET response. Evaluation results are shown in Figure 11.

Results: (a) Cert Info: Compared to OpenFaaS (TCP+TLS),
which needs 16 more ms than OpenFaaS (TCP) to achieve

security, QFaaS and QFaaS (POST1RTT) only require half the
extra time, i.e., 8 ms and 10 ms, respectively. (b) Image Resizer :
QFaaS provides comparable end-user latency to OpenFaaS
(TCP) and is 26 ms faster than OpenFaaS (TCP+TLS).

Through our evaluations on real-world serverless appli-
cations, we believe serverless computing platforms will be
more attractive inmiscellaneousworkloads for existing cloud
applications when the low-latency requirement can be met.

6 RELATEDWORK
We present related research efforts of serverless computing
in §6.1 and the evolution and extensions of QUIC in §6.2.

6.1 Serverless Computing Research
The rising prominence of serverless computing has attracted
recent research interests in wide-ranging topics. We summa-
rize related work in the following closely-related categories:
security and access control, virtualization optimization, scal-
ing and scheduling, and performance benchmarking.
Security and Access Control. Trapeze [3] uses a language-

based dynamic information flow control (IFC) to secure
serverless functions. Each serverless function in Trapeze
is wrapped by a security IFC shim to share data stores and
exchange messages. Valve [23] employs function level flow
control to restrict unexpected function behaviors through
the network. WILL.IAM [64] encodes absolute and condi-
tional information flows into a graph to disallow access pol-
icy violations at the ingress. Nevertheless, these works all
rely on a solid secure transport layer provided by serverless
platforms. We believe that our work is complementary to
existing research on serverless security and access control.

Virtualization Optimization. Several research efforts have
attempted to develop lightweight virtualization techniques
to optimize the efficiency-security trade-off. AWS Firecracker
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[1] and SEUSS [15] devised lightweight VMs (microVMs) to
accelerate function initialization. For instance, AWS Fire-
cracker [1] removes unnecessary features like BIOS, PCI,
and multi-OS support from traditional VMs. On the other
hand, gVisor [80] is a new security-oriented container de-
sign to guarantee strong isolation between the host OS and
containers. SCONE [4] utilizes the Intel SGX trusted comput-
ing to provide a secure container mechanism. All of these
designs can initialize a serverless function at the millisecond
scale, but make the adverse impact of connection setup la-
tency more significant. The approach adopted by QFaaS is
fundamentally different, but is also complementary to them.

Scaling and Scheduling. The cold-start problem is a major
drawback of serverless computing [34]. To achieve low cold-
start latency, vigorous approaches are proposed. SAND [2]
used fine-grained application sandboxing and hierarchical
message bus mechanisms. FnSched [69] mitigated the re-
source contention between collocated functions by dynami-
cally regulating the CPU shares. Nightcore [33] combined
multiple techniques in platform design, including a fast path
for internal function calls, efficient threading for I/O, etc.
Obetz et al. [56] and Archipelago [66] proposed to use graph
analysis to schedule function initialization in an efficient way.
QFaaS solves the cold-start problem from a different angle
of existing efforts. It can be combined with aforementioned
approaches to better tame this problem.

Serverless Performance Benchmarks.Benchmark suites, such
as ServerlessBench [81], SPEC-RG [76], FAASDOM [45], and
PanOpticon [67], were designed for serverless platforms to
characterize metrics such as communication efficiency, state-
less overhead, and performance isolation in different ways.
Research literature, including [28, 37, 40, 46, 78], measured
the performance differences in elasticity, latency, reliabil-
ity, I/O, and cost for major commercial serverless platforms
such as AWS, Google, Azure, and IBM. Our evaluation design
mainly draws on their work to demonstrate the benefits of
QFaaS in accelerating serverless networks.

6.2 QUIC: Evolution and Extensions
QUIC was first released by Google in 2013 [19], which was
informed by their experiments with the SPDY protocol [74].
This QUIC edition was later called gQUIC and brought to
the IETF in 2015. Google joined the IETF team to provide
a standardized protocol implementation called IETF QUIC,
which has been incorporated into the Chrome browser since
Oct. 2020 [20] and released as RFC 9000 [60] in May 2021. Nu-
merous open-source efforts, including major cloud providers,
have joined to provide the QUIC implementation based on
the IETF standard in different programming languages, such
as quic-go (Go) [43], MsQuic (C, Microsoft) [50], mvfst (C++,
Facebook) [27], and quiche (Rust, Cloudflare) [22].

After its success on the wide-area Internet, such as web
surfing and video streaming, QUIC has recently been ex-
tended to other broader network scenarios. Kumar et al. [38]
utilized QUIC in IoT scenarios and have shown that QUIC
largely benefits the connection migration for IoT devices.
Thomas et al. [75] demonstrate that compared with TLS,
QUIC can halve the page load time over the public satellite
communication system. Research literature, such as [12, 13],
integrated QUIC into the Tor network and provided empiri-
cal evaluation to show network acceleration.
Cicconetti et al. [21] conducted a preliminary evaluation

of the benefits of using QUIC for end-user to FaaS Gateway
connections in mobile networks (connection ➊|➑ in Figure 2
(b)). This is just another use case of QUIC on the wide-area
Internet and does not consider the new challenges brought
by the serverless paradigm in intra-platform connections
between Gateway and function workers (➋|➐, ➌|➏, and
➍|➎). To the best of our knowledge, QFaaS is the first work to
extend QUIC into the domain of serverless cloud platforms.

7 CONCLUSION
In this paper, we raise the challenge of accelerating communi-
cations while providing security in emerging serverless cloud
networks. To that end, we first abstract the network commu-
nication model for serverless computing systems and then
propose an extension of the QUIC protocol, called QFaaS,
that provides low latency serverless function communication
with improved security. We implement the QFaaS prototype
on the popular OpenFaaS platform such that it requires no
code modification for cloud tenants to gain network perfor-
mance boosts and security benefits. QFaaS function chain
library and always-on 0-RTT designs can further accelerate
serverless networking. Additionally, the QFaaS design can
also be easily extended to other prevalent serverless plat-
forms. Our evaluations on synthetic serverless functions and
real-world serverless applications demonstrate that QFaaS
can reduce the end-user response latency by 28% (in 0-RTT
mode) and 14% (in 1-RTT mode) compared to OpenFaaS
using TCP+TLS. We find that the performance benefits of
QFaaS linearly increase with the length of the function chain.
This was also validated against several real-world serverless
applications, where QFaaS obtained a maximum 50 ms re-
duction in latency. Overall, our findings validate that QFaaS
delivers a compelling performance and security enhance-
ment to the ecosystem of open-source serverless platforms.
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